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Abstract

Due to advancement, there are now more smart devices connected to the internet., which causes massive data traffic in the network. 

Resulting in many problems such as slow response time, largely consumed energy, high load in transmission channels, and bad use of 

the network resources in the traditional cloud. Edge computing facilities and brings the cloud's service to the network's edge. Edge 

computing a distributed computing near to source of data. This technology solved and helps to solve many problems in the cloud, but 

also has challenges and open issues, for example, the limited lifetime of the IoT devices, limited resources, and computation 

offloading. The performance of edge computing is affected by offloading. So, many optimization methods are used to solve this 

problem and improve the performance in edge computing. This paper presents a survey of the studies related to optimizing task 

offloading in edge computing. The difference between this work and the previous surveys is that this survey combined offloading and 

optimization with the types of optimization methods and takes into consideration the three layers of edge computing architecture IoT, 

the Edge layer, and the cloud layer. The previous surveys did not include all types of optimization or combine the offloading with 

optimization. The architecture of edge computing, challenges, and open issues, optimization methods are presented.  

 

Keywords- Optimization, Edge Computing, IoT and Task Offloading. 

I. INTRODUCTION 

 

The amount of data produced by mobile devices has expanded in recent years because of the rapid advancement of technology like the 

IoT and cloud computing. Massive amounts of data must be uploaded to the cloud server in the classic cloud computing approach [1]. 

However, issues like reaction time, network interference, and energy consumption would invariably arise during the transmission 

process. With its robust computational capacity, cloud computing can address issues with mobile device battery consumption and a 

host of other issues that cannot be addressed by mobile devices alone. Users are aiming for a more seamless experience [2]. The main 

problem with cloud computing is that all of the data must be sent to centralized computer clusters for computations to be done. This 

concerns latency on the network. Edge computing, processing, and storage resources are generally situated close to the network edge, 

close to the data-generating devices. Fog computing is therefore more suited for latency-aware applications like augmented reality, 

smart cities, and healthcare [3]. 

Mobile applications have significantly improved people's daily lives in recent years. Individuals use a variety of portable services 

offered by mobile applications to interact socially, do business, perform government affairs, and have fun [4]. Moreover, mobile 

devices (such as portable laptops, cell phones, and other application devices are getting more intelligent and potent, which increases 

the computational power available for mobile applications [5]. The size, energy, weight, and heat dissipation limitations of portable 

devices continue to place restrictions on the computing power of these devices [6]. Mobile applications have been progressively 

getting more energy consumed due to the growing need for complex functionalities of portable services. It is effective to transfer the 

computationally demanding functions of mobile applications from mobile devices to the cloud. The utilization of clouds is a practical 

solution to this issue, allowing mobile users to access high-performance applications while also significantly extending the battery life 

of their devices. Nevertheless, as mobile users are geographically far from the cloud, the growing mobile data traffic places significant 

stress on the backbone network [7]. The network's transmission delays have evolved into a new barrier as MDs and mobile 

applications have become more common. Several powerful mobile applications that are sensitive to response time, such as large-scale 

image processing, online gaming, and personal assistants, find this intolerable. Edge computing has been suggested as computing 

paradigm to address this issue. By placing edge servers close to or in mobile base stations, Edge computing can provide efficient 

quality, low-latency services, and high-bandwidth at the edge of mobile networks [8]. Mobile networs are used by mobile devices to 
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connect to the edge servers and some of their tasks are offloading in a single hop, relieving the backbone network's load and 

prolonging their battery life. When compared to services offered by a cloud computing platform, MEC platform services offer an 

unmatched level of experience. As a result, Edge computing is getting more and more attention from both academics and businesses 

[9]. But also edge computing has many challenges and issues, so many optimization methods are used to solve these issues and 

improve the performance of edge computing. Many surveys have been shown in this field, however, these surveys missed presenting 

studies that introduce all network architectures and optimization methods, in addition to the main parameters that affect the offloading 

process.  

Many surveys have been presented on the subject of edge computing optimization and computation offloading. In[10], the authors 

presented a survey only for six methods of optimization including, machine learning, convex optimization, Lyapunov optimization,  

game theory, heuristic techniques,  and others. For each type, they presented the applications, evaluation methods, types of offloading 

methods, and objective functions. L. Liu, et al. (2021) [11] Presented a survey on computation offloading that includes different 

scenarios and focuses on effective variables but does not consider the optimization methods. another survey has been presented in [12] 

in energy efficient computation offloading, which focused on the energy consumed, however, it did not take into consideration the 

latency. In [13] a survey on computation offloading in the MEC system and their algorithms is introduced but did not include all 

metrics for computation offloading. In [14], the researchers surveyed the architecture of edge computing and explained some 

computation and communication models. But did not take into consideration the optimization methods. In [15], A. Shakarami, et al. 

(2020) discussed a survey on machine learning and computation offloading in edge computing but does not take into consideration the 

other computation offloading methods or optimization algorithms. In [6], a survey was presented on MEC architecture, design, and 

optimization methods the main objective was to determine the requirements to implement the auto- scale MEC but did not consider 

the metrics that have a direct effect on the performance of edge computing. In [16], a survey was presented on computation offloading 

techniques in MEC but does not take into consideration the optimization methods with these techniques. In [17] review the 

computation offloading techniques including application partitioning, task scheduling, distributed execution, and resource 

management but did not take into consideration the optimization methods. The researchers in [18] presented a survey on the 

applications of edge computing and discussed their challenges and highlighted the importance of edge computing. But they lacked 

considering the optimization methods and computation methods. In [19], a survey of all types of optimization methods was presented 

but only for artificial intelligence (AI) neglecting the other approaches of optimization.  

The above aforementioned presented surveys in the literature review reveal that so many searches were presented on this topic, but not 

all metrics, architecture, and optimization methods were considered. This highlights the importance of presenting a work to provide 

the reader with complete details on this topic. 

The aim of this paper is to provide the researcher in the future with a complete overview of the optimization techniques with all 

metrics and details. In this work, the survey merges the three layers of architecture with optimization methods and includes 

computation offloading of the tasks in edge computing.  

The remaining parts of this survey are organized as follows. Section II presents the background and related work. Section III introduces 

the challenges and open issues. Section IV concludes this paper by discussing the main and possible future research directions. 

 

II. A TAXONOMY OF OPTIMIZATION OF TASK OFFLOADING IN EDGE COMPUTING 

 

In this section, the survey factors are presented, these factors that would affect the decision of task offloading. This includes the 

optimization methods that are used to make the offloading decision based on minimizing the energy consumed and elapsing time in 

data downloading, data uploading, and data processing in the three layers taking into consideration the three types of optimization, 

Machine learning, heuristic algorithms, and scheduling algorithms. The last factors included in this survey are the processing location 

and architecture taking into consideration the IoT layer, The edge layer, and The cloud layer. As shown in Figure 1. 
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Figure 1 A taxonomy for papers related to the subject of optimization of task offloading in edge computing 

 Decision Making 

This includes classifying the decision making method into three different types which are considered in the previous 

literature review.  Machine learning, Metaheuristic optimization, and scheduling algorithm are as follows: 

o Machine learning: is the process of iteratively optimize the accuracy and reducing the error rate of a 

machine learning model. Machine learning models learn to generalize, classification and prediction new 

real-time data based on insights from training data 

 

o Metaheuristic optimization: a group of stochastic algorithms that combine local search and randomization. 

They frequently draw inspiration from biological or natural processes. Popular algorithms include ant and 

bee algorithms, genetic algorithms, particle swarm optimization, and ant algorithms. Often, metaheuristic 

algorithms are created for global optimization. 

o scheduling algorithm 

The algorithms that presented depend on the aim of it, which are mainly used to allocate tasks to the CPU 

or to a certain location to improve the performance of the system. 

 Consumed Energy: represents the consumed energy calculated for each task in terms of processing and 

transmission. 

 Elapsed Time: represent the consumed energy calculated for each task in terms of processing and transmission. 

 Processing Location: represents the location of task processing (IoT device, MEC server, or the cloud) 

 Edge Computing Architecture: 

 

There is no specific or standard architecture for edge computing, it is different according to the scenario. In this work, the most 

popular architecture (hierarchical architecture) the cloud layer, the edge layer and the IoT layer are presented and considered in this 

survey, as shown in Figure 2[20]  . The user layer can be identified by the wireless form of communication used by wireless users 

devices [21]. The fundamental distinction between the edge and cloud layers is the computing power provided servers at the edge and 

in the cloud, respectively. Sensors, mobile phones, and automobiles are among the gadgets in the user layer[22]. Through a wireless 
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connection, the computation-intensive operations are transmitted from these devices to the  distributed edge servers for processing. 

[23]. 

 

 

Figure 2 Edge Computing Architecture [10] 

The edge tier is in the middle of the layered architecture, represented by edge servers deployed for example in base stations, access 

points, and mobile phones [24]. , [25].  

 

III. MAPPING LITERATURE SURVEY ON PERFORMANCE OPTIMIZATION IN EDGE COMPUTING 
 

Energy awareness is viewed as the need to offload tasks and allocate resources in edge computing. Several studies have presented the 

effect and importance of energy and latency in edge computing. Some researchers have presented studies include the  IoT devices and 

MEC. Most of the work is moving the functionality from the cloud server to the edge server.  

In [26], The online reinforcement learning problem was presented to minimize the power consumption of mobile devices,  application 

latency was taken as a constraint, and the time life of devices was not taken into consideration. In this paper, the lifetime of devices 

was taken into consideration. A distributed offloading was proposed in [27] to solve the computational offloading problem in the MEC 

system. The system cost is reduced as result of using of this solution. The cloud layer was not taken into consideration, but in this 

work, the cloud layer is considered. In [28] A deep Q-network-based strategic computation offloading algorithm was proposed to 

solve the computation offloading problem and minimize the cost. But does not take into consideration the power consumed by channel 

transmission. In this work, the consumed energy of transmission depends on power consumed and time. In [29], transmit power 

allocation and an energy-efficient computation offloading scheme was proposed to solve the computation offloading problem and 

minimize the system's cost. An optimization algorithm is used to enhance the performance of the system. In [30], an efficient Joint 

Caching and Wireless and Backhaul Scheduling (JCWBS) algorithm is used to solve the scheduling problem and reduce the energy 

consumed by the cloud. However, the authors focused on the cloud layer. This work considers three layers. In [31], a series of fast 

numerical algorithms are used to minimize response time and consumed power, but did not consider the cloud layer. In [32], the 

objective was to reduce the energy and time consumption of mobile devices under deadline constraints. But the cloud layer does not 

consider this. In [33], a Genetic particle swarm optimization algorithm was proposed to improve data placement in the MEC system 

using cost effective strategy. But does not take into consideration the IoT devices layer. In this work, the IoT devices layer is 

considered. In [34], an online decision and computational resource management algorithm and Lyapunov optimization technique were 

used to reduce the energy consumed by the system and load balancing. In [35], a deep reinforcement learning-based joint optimization 

approach was proposed to solve the decision making problem and reduce the energy and time consumed in the MEC system. But the 

cloud layer was not taken into consideration. In [36], Genetic algorithm, named M-COGA was proposed to solve the task offloading 

selection and minimize the energy consumed by the MEC system. L. T. Hsieh et al. (2020) [37] proposed an online Double Deep Q 

Networks (DDQN) based learning scheme to improve the quality of service, including different parameters in dynamic networks like 

network delay and task arrivals. But does not take into consideration the energy consumed of the system. The authors in [38] 

presented an enumeration-Based Optimal Edge Server Placement Algorithm (EOESPA) and Ranking-based Near-optimal Edge Server 

Placement Algorithm (RNOESPA) to minimize the delay of the system. 
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In [39], an alternating optimization algorithm was proposed to minimize the energy and time consumed by UAVs. However, the 

authors did not take into consideration the cloud layer. In [40], The decomposed computation offloading and resource allocation 

algorithm and the random scheduling algorithm were proposed to minimize the system delay. But the cloud layer and energy 

consumption of the system are not considered. Z. Liao et al. (2021) [41] introduced a binary-coded genetic algorithm to get an 

offloading decision to minimize the delay and energy consumed in the system. But the cloud layer was not taken into consideration. In 

[42], three constrained multi objective evolutionary algorithms (CMOEAs) was presented to solve the problem of offloading decision 

and reduce the time and energy consumed in the system. Z. Kuang et al (2021) [43] introduced a joint iterative algorithm based on the 

Lagrangian dual decomposition to minimize the latency, and the monotonic optimization method was proposed to handle the 

transmission power. Ant grey wolf optimization algorithm, whale optimization algorithm, and Colony Optimization algorithm were 

proposed in [44] to solve the offloading problem to minimize the delay and energy of the MEC system. But the cloud layer was not 

taken into consideration. 

Table 1 presents a summary of the presented literature review. This table compares the references taking into consideration the 

architecture of the networks, and the parameters taken into consideration in measuring the cost of the system. This summary helps in 

shedding the light on this paper’s contribution in comparison to the available studies in this field. 
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IV. CHALLENGES AND OPEN ISSUES 

 

There are many challenges and issues in Edge computing, this arises because edge computing can be present as: cloudlet, Fog 

computing, and Mobile Edge Computing (MEC) [45]. In this paper, the most important challenges are presented. In order to 

achieve a correct optimization for the task offloading in edge computing, all the factors presented in the previous section 

should be taken into consideration. The challenges can be summarized as follow: 

 Deployment Strategy – This includes where to deploy workloads, and the location to execute the tasks, which affects the 

performance due to the transmission cost and the cost consumed during processing. 

 Offloading Tasks 

The distributed computing environment has evolved into the development of many tasks split techniques that can be 

performed multiple times in different geographic locations. The sample workflow has been broken down to run in different 

locations. Segregation of duties is usually a language or management tool. However, it uses boundary nodes to offload the 

computation, which isn't just a challenge for the IT department. Tasks are efficient but automated. Flexibly define 

computational pipelines: hierarchically sequential (first in the data center, then in the edge node, or first in the edge node, 

then in the data center) or possibly simultaneously on multiple edge nodes. There is an intrinsic need for distributable 

schedules for activities that are segmented into edge nodes [46].  

 Cost of Resource allocation  

 Most of the research lacks considering the cost of hiring the resources from the cloud provider. The large systems required 

using a lot of resources provided by the cloud which required a huge cost [47].  

 Latency 

Latency is one of the most important factors to evaluate the performance of a system, especially in interactive applications. 

Providing servers with cloud computing high computing power can handle complex workloads like image processing. After 

calculating the time, long WAN latency can dramatically affect the behavior of real-time applications. Workload needs to be 

improved to reduce the latency of completing the tasks offloading on the edge of the network [48].  

 Energy 

Energy consumed in the edge computing system is an open issue and is affected by many factors. First, consider the 

performance characteristics of the workload. Data size in addition to network signal strength, and available bandwidth also 

affects transmission energy consumption. It is preferable to use only edge computing if the transmission cost is less than the 

local calculation. However, when dealing with the entire edge computing process, overall power consumption, not just 

endpoints is the cumulative energy cost of each layer used. Energy consumption for each layer, similar to the endpoint layer 

can be estimated as local computation and transmission cost. In this case, the optimal workload allocation strategy is to be 

changed [49].  

 Architecture 

Another issue is considering the three layers in estimating the optimized values of the cloud layer in addition to the edge and 

the user layer, which can affect the overall system cost. 

 Priority of the Tasks 
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The priority of tasks is a critical issue to be considered in the decision making of optimization algorithms. This has to be 

considered as one of the parameters in calculating the cost of the system. Regarding the tasks to be offloaded, the task 

deadline to be included in the decision of the optimization decision is still an open issue.  

 Studying the effect of using the 6G technology in the optimization process of task offloading. Most of the research so far 

focuses on networking and communication taking into consideration the 5G technology \, however, more efforts need to be 

paid to study the 6G technology. 

 

V. CONCLUSION           

 
Optimization algorithms and computation offloading are very important techniques to improve the performance of edge 

computing. In this survey, the papers about performance optimization and including the computation offloading are presented 

and discussed. Performance optimization can be affected by many factors. The main contribution of this work is dedicated to 

the optimization algorithms in task computation offloading in edge computing. The survey showed that there is still a lack of 

available research to cover all the factors that affect the optimization decision making in edge computing, this includes 

considering the three layers of edge computing and considering the cost of both energy and time of transmitting and 

processing the data.  More work needs to be considered in this field. This can help other researchers to select suitable 

optimization algorithms for their scenarios and applications. 
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