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Abstract 

This disorder can be considered as neurodevelopmental which has an affection on an individual’s behavior, communicating as well as 

learning. Its diagnosis needs a lot of time and money. And if it is detected early, it is going to be very helpful via giving the infected 

ones the suitable treatment in good time. As the development of AI and ML, this disorder is able to be predicted very soon. Thus, the 

goal here can be the proposing of a system called ASD prediction system by utilizing Naïve bayes classifier for predicting if a person 

is infected with ASD or not to develop the screening method used to detect the illness. The experimental outcomes showed that the 

Naïve bayes classifier achieved a great precision, recall and F- measure of about (98. 975%, 98.972 % and 98 .972 %) in kid's dataset. 

On the other hand, it was noticed that the precision, recall and F- measure in the dataset of the teenagers can be approximately 

(98.136%, 98.076% and 98.067%) with an estimated error rate that is (0.044). 
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I. INTRODUCTION 

ASD is a frequent, intricate case characterized by sicknesses concerning enhancing the sociability as well as the availability of every 

usual attitude besides hobbies. It is the fastest improving incapability, and the numbers of commonness execute for rising very greatly. 

New estimations show that approximately 1.5% of the earth population suffer from autism, and it is thought that several individuals 

infected by it have not been detected yet. Therefore, the increase in comprehending sickness increased the demand for every service 

for the purpose of diagnosis.[1] It is quite important since receiving its diagnosing a ‘critical milestone’, which makes parents 

understand their children's needs and making them able to get to a decisive backup. ASD can be linked with significant costs 

connected to health, and early diagnosis decreases them. [2] Unfortunately, the diagnosis consumes a long time since the new 

procedures of diagnosis consume time and has no production with respect to the costs.  All machine learning methods offer automatic 

effective classifying models for ASD since a mixture of mathematical and lookup methods were taken out of the computer field [3]. 

The objective was suggesting a system to predict autism depends upon the ML techniques that have the ability to fulfill a predicting 

related to autism features effectively. In another word, it focuses on developing an app for screening the disorder for predicting ASD 

features concerning children from 4 to 11 years old and 12 to 17..  

II. DATASET 

The dataset utilized here that has been taken from UCI Machine Learning Repository [3] is an dataset that is open-source. Two types 

of datasets have been utilized:                                         

1) "Autism screening Data Set” consists of 104 notes of 21 features 

2)  "Autism screening child Data Set” consists of 229 notes of 21 features.  
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III. MACHINE LEARNING METHODS  

Several classification algorithms used for the type of the classification task will fulfill here. Three of them (Naive Bayes, Logistic 

Regression, K-Nearest Neighbors). Using these algorithms will ensure the results to be more depended on and helpful in specifying 

the one that is very accurate and the error rate is low which, as the classifier in our suggested system, to be selected. 

A. Naïve Bayes (NB) 

This algorithm’s classifier is observed learning and plain probabilistic that calculates for a set of probabilities by computing value and 

frequency collections. The assumption of NB that is known for us as category conditional independence since NB was based upon the 

theory of Bayes independently assuming among the features. NB assumes that the illustrating of a characteristic with no dependance 

on in front of the others, NB is described to be a quick algorithm of learning in different issues of observed classification and it works 

fine [4]. 

IV. MODEL EVALUATION METRICS  

All Machine learning performances contain certain level of compromising among true positive and true negative rate, and among 

precision and recall. And besides F-Measure, they are used to retrieve information to measure the performance [5]. 

A. Cross-Validation 

It exemplifies a mechanism used in assessing the method by which any classifier classifies unused any task. Repeating cross-

validation contains the division of a data so they become two complementing subsets: the training set and the testing set. In the 

validation that is k-fold, the real information is firstly divided into k folds or segments.  Consequently, k exercising and validating 

repetitions implemented in all repetitions a different data fold were sustained to validate as the residual folds, which are k-1, utilized 

for the purpose of learning. In the field of data mining, a cross-validation where k = 10 can be considered very common, and fulfills a 

serving to be a standard proceeding to fulfill an estimation and model selection [ 6]. 

B. Precision, Recall, and F-measure 

A number of significant measures is used such as recall, F Measure and precision [7]. And Equation (3) is used to calculate F Measure 

which is a useful stand-by in case of misclassifying rate measurement [8]. 

Precision = 
  

     
       (1) 

Recall = 
  

     
        (2)  

F1-measure = 2* 
                  

                  
       (3)    

Where: 

TP, True Positives, rows of data in the sets’ test having and predicted for having a target that is positive. 

TN, True Negatives, rows of data in the sets’ test having and predicted for having a target that is negative.  

FP, False Positives, rows of data in the tests’ set having a target that is negative but predicted for having a positive one.  

FN, False Negative, rows of data in the tests’ set having a target that is positive but predicted for having a negative one [9]. 

C. Error Costs and Estimation 

There are a few error alternatives within the highest machine learning tools’ number [10].           

And Mean Absolute Error: used for being a statistical metric to measure errors happened by model performance [11].  

MAE = 
 

 
∑ |  |

 
          (4)    

b. Root Mean Square Error: a useful measure used to estimate every error of model evaluation.                     

RMSE=√ 
 

 
∑   

  
         (5) 

                                                                                                                                                                       

V. PROPOSAL SYSTEM 

In machine learning, a common task is creating algorithms which learn from and predict on data. Algorithms such as these ones 

function by data-driven predicting and deciding, yet constructing an arithmetical model from the input data. The suggested system 

comprises the first step in constructing ASD predicting system has assessed three machine learning algorithms, which are (NB, LR, 

KNN) and then choose one which accomplishes high accuracy and low error as the classifier for suggested system illustrated in Figure 

(1). 



            Al-Iraqia Journal for Scientific Engineering Research, Volume 2, Issue 2, June 2023         20 of 22 

            ISSN: 2710-2165 

http://doi.org/10.58564/IJSER.2.2.2023.66  https://ijser.aliraqia.edu.iq 

 

 
 

Figure1:  Flowchart illustrated Block diagram of ASDPS data flow 

 
This system comprises many steps, which are: 

A-Input data: this step consists of the input person's information and answers many questions related of individual’s behaviors. The 

system comprises 3 pages. On the first page, the user inputs personal information (name, age…etc.). The second page includes 6 

questions to be answered by the user since it has a role in case diagnosis and the third page includes 10 questions related to ASD 

patients’ behavior. 

B-Naïve bayes classifier: After the user, it completes input data, then this data input to NB classifier which is in charge of the 

predicating process through calculating the probability the person is with ASD or not. 

C-predication: Here, the predicating appears as a message says that the patient "has ASD" or "does not have ASD". 

D-Database: Here, the predication saves the patient’s information and predicting results in system database. 
 

VI. THE RESULTS  

Here, the performance results of the classification algorithms are discussed on the kids and teenager dataset completely for all 

evaluation measures individually. 

A-Precision: Table (4.1) illustrates the precision values in kids and teenager dataset which shows the Naïve Bayes algorithm that 

scored the highest precision (98.975%) if we compare it with the LR algorithm which accomplishes (95.216%) and the KNN 

algorithm which accomplishes (88.822%) in case of the kids dataset. And the NB algorithm scored the highest precision  of 

(98.136%) if we compare it with the LR algorithm which is (95.229%) and the KNN algorithm is (94.413%) in case of teensger 

dataset.  

Table (4.1) Precision results  

 

 

 

 

 

 

 

B-Recall: Table (4.2) shows the values of recall in kids and teenager dataset. The outcomes illustrate the NB algorithm that scored the 

highest recall which equals (98.972%) if we compare it with the LR algorithm which is (95.205%) and the KNN algorithm which is 

(88.698%) in case of kids dataset. And the NB algorithm scored the highest recall which equals (98.076%) if we compare it with the 

LR algorithm which equals (95.192%) and the KNN algorithm which is (94.230%) in case of teenager dataset. 

 

Result of adolescent dataset 

(teenager dataset) 

Result of children dataset 

(kids dataset) 

Algorithms 

98.136% 98.975% NB 

95.229% 95.216% LR 

94.413% 88.822% KNN 
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Table (4.2) Recall results 

Result of adolescent dataset 

(teenager dataset) 

Result of children dataset (kids 

dataset) 

Algorithms 

98.076% 98.972% NB 

95.192% 95.205% LR 

94.230% 88.698% KNN 

 

C-F-measure: Table (4.3) shows the values of F-measure in kids and teenager dataset, where the NB algorithm that scored the highest 

F-measure which equals (98.972%) if we compare it with the LR algorithm which equals (95.206%) and KNN algorithm which is 

(88.675%) in case of kids dataset. And the NB algorithm scored the highest F-measure which equals (98.067%) if we compare it with 

the LR algorithm which is (95.202%) and KNN algorithm which is (88.171%) in case of teenager dataset. 

 

Table (4.3) F-measure results 

 

 

 

 

 

 

 

 

D-Root Mean Squared Error (RMSE): Table (4.5) shows the values of RMSE in kids and teenager dataset, where the NB algorithm 

that scored the lowest RMSE which is (0.109) if we compare it with the value of RMSE in the LR algorithm which is (0.217) and 

KNN algorithm which equals 0.304 in case of kids dataset. And the NB algorithm scored the lowest MAE which equals (0.126) is we 

compare it with the value of MAE in the LR algorithm which equals (0.219) and KNN algorithm which is (0.284) in case of teenager 

dataset. 

Table (4.5) Root Mean Squared Error results 

 

Result of adolescent dataset 

(teenager dataset) 

Result of children dataset (kids 

dataset) 

Algorithms 

0.126 0.109 NB 

0.219 0.217 LR 

0.284 0.304 KNN 

 

VII. CONCLUSION 

The work here gives the following result: the suggested system has the ability for predicting if an individual owns ASD or does not 

have ASD through the Naive bayes classifier. The outcomes illustrate that the NB algorithm accomplishes high accuracy that equals 

(98.975%), and (98.136%) accuracy in the case of kids, teenager in order and lower error than LR and KNN algorithms. Utilized K-

fold cross validation mechanism to split dataset which helps for achieving high performing. The suggested system developed the 

detecting process for autism traits. It illustrates the method that every correlation among autistic features helps physicians, family and 

caregivers to improve how ASD screening performs which will soon have the ability to substitute the scoring functions and 

handcrafted rules recently in progress within the tools of classic screening. Through the ASDPS database, a novel ASD dataset is 

suggested for adding to the ASD dataset.  
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