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Abstract 

The rapid advancement of face image manipulation (FIM) algorithms and the proliferation of their user-friendly applications 

underscore an urgent need for manipulation detection techniques. These methods should be capable of revealing modifications in face 

images and substantiating their authenticity. Recently, the term "DeepFakes" and their detection techniques have attracted the 

attention of the research community. In addition, pay attention to the most recent techniques for detecting facial image manipulation 

that utilize watermarks. It's crucial to note that each of these techniques comes with its own set of limitations. This research aims to 

critically evaluate recent developments in face image authentication (FIA) methods, considering the widespread and user-friendly 

applications of FIM algorithms and their rapid growth. This study focuses on the urgent necessity for effective manipulation detection 

methods that can reliably identify and verify modifications in facial images, particularly with the rise of sophisticated DeepFakes. It 

explores two primary detection approaches: deep learning (DL) techniques, which leverage large datasets to detect subtle 

manipulations, and watermarking-based methods, which embed verification data into images to safeguard authenticity. The findings 

showcase the positive aspects and the limitations of these methods. DL techniques are powerful in detecting complex alterations but 

require substantial computational resources and data for training. 

Conversely, watermarking offers a proactive solution for verifying image integrity but may be vulnerable to advanced manipulation 

tactics and can impact image quality. The review emphasizes the importance of ongoing innovation, advocating for hybrid approaches 

that integrate the benefits of both DL and watermarking to overcome their shortcomings. This paper serves as a crucial reference for 

researchers, presenting a detailed overview of current trends, challenges, and future directions in face image manipulation detection 

(FIMD), underscoring the need for continuous development to keep pace with advancing manipulation technologies. 

 

Keywords- Face image authentication (FIA), Face image manipulation (FIM), Face image manipulation detection (FIMD), 

DeepFakes.  

 

 

I. INTRODUCTION 

Digital images can now be effortlessly shared for various purposes as technology advances [1]–[3]. Nowadays, technology users find 

it highly convenient to store their photos and private data in the cloud, allowing them to access it whenever needed. However, users’ 

primary concerns revolve around security and data integrity [4], [5]. Various methods and security frameworks, including 

watermarking, steganography, and cryptography, have been implemented to guarantee the security of digital images and shared data 

[6]–[8]. 

 

One of the most significant categories of digital images is the face image shared online for various purposes such as social media, face 

recognition applications, celebrity and fame intentions, and identity discrimination in biometric systems (i.e., security and access 

control) [9]. The use of face images extends to many more applications [10]–[12]. 
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Digital face manipulation methods, algorithms, and applications have become widely accessible in recent years owing to the rapid 

advancement of technology [13]–[17]. Techniques for manipulating facial images can be broadly categorized into two groups: 

intentional attacks, which involve harmful intentions during the manipulation process, and unintentional attacks, which entail innocent 

intentions such as beautifying the face, adjusting lighting, adding amusing stickers, etc. Both manipulation techniques result in 

alterations to the facial image content (i.e., changing its features) [18]. 

 

The field of data security has witnessed a surge in interest concerning face image manipulation (FIM( methods and their impact on 

data security systems. The term "DeepFakes" has captured the attention of the research community in recent years, leading to the 

emergence of a thriving field of study [19]–[24]. Deep learning (DL) techniques have been employed to generate fabricated digital 

content, commonly known as DeepFakes. In 2017, a machine learning algorithm called DeepFakes was developed to replace celebrity 

faces in pornographic videos [25]. Various harmful purposes, including financial fraud, the spread of fake news, and the creation of 

explicit content, have exploited the capabilities of DeepFakes [26]. In efforts to enhance media forensics in general, researchers have 

focused on developing face manipulation detection algorithms [27]–[32]. 

The field of manipulated facial image generation is still in its early stages of development. Many papers provide a thorough 

examination of the methods used to create images of manipulated faces, with a particular emphasis on deepfakes and emerging 

techniques for detecting fake images [33]. 

In the realm of digital image processing, the authenticity and integrity of facial images have become paramount due to the rise of 

sophisticated manipulation techniques. The emergence of DeepFakes and other advanced manipulation methods has underscored the 

critical need for robust face image authentication (FIA) techniques to combat the spread of deceptive content. In this context, Pepper's 

research topic holds significant importance as it aims to explore recent advancements in FIA methods and address the challenges 

posed by the widespread use of FIM algorithms. 

The problem at hand revolves around the vulnerability of facial images to malicious alterations, whether for deceptive purposes or 

innocent beautification. The significance of this issue lies in the potential consequences of manipulated images, ranging from 

misinformation and identity theft to privacy breaches and reputational damage. As such, developing effective FIA techniques is 

crucial to safeguarding the authenticity and trustworthiness of facial images in various applications, including social media, forensics, 

and biometric systems. 

Key concepts and terminology central to this research include FIM techniques, intentional and unintentional attacks on facial images, 

DeepFakes, watermarking-based FIM detection, and DL algorithms. Understanding these terms is essential for grasping the nuances 

of face image manipulation and the detection methods employed to mitigate its risks. 

The primary objectives of this review paper are to critically examine recent trends in FIA techniques, identify the limitations of 

existing approaches, and propose avenues for enhancing the capabilities of manipulation detection algorithms. By delving into the 

distinctions between image tampering, manipulation, and forgery, the research aims to shed light on the complexities of detecting and 

mitigating digital face manipulations. Furthermore, the proposed approach will involve exploring the potential of DL-based 

techniques, developing comprehensive manipulation detection algorithms, and forecasting future directions to advance the field of 

FIA. In summary, the paper seeks to address the pressing need for robust FIA techniques in the face of evolving manipulation 

methods, emphasizing the importance of authenticity and trust in facial images across various domains. By elucidating the challenges 

and opportunities in this field, the research endeavours to contribute to the ongoing efforts to combat digital face manipulation and 

safeguard the integrity of visual content. 

The next section summarises the recently published review papers in the field of FIM and its detection techniques. To current date no 

review paper has focused on the recent FIA schemes. Therefore, this paper presents a review of recent trends in FIA techniques and 

their limitations. The rest of the paper is organized as follows: section II presents a summary of some review papers that are related to 

the FIM and FIMD schemes; section III presents the types of FIM techniques; section IV presents a review of face image 

manipulation detection (FIMD) techniques; section V presents a comparison between DL-based and watermarking-based FIMD 

techniques; and section VI presents the conclusions and suggestions for future researches. 

 

II. REVIEW PAPERS SUMMARY 

Studies have investigated various aspects of FIA, exploring the effectiveness of DL and watermark-based for detecting tampering. 

Researchers emphasize the need for robust manipulation detection algorithms to combat sophisticated DeepFakes and advanced 

manipulation tactics. Recent research focuses on using large datasets, novel algorithms, and innovative frameworks to enhance the 

accuracy and reliability of facial image authentication systems. 

The study in this section will summarise recently published review papers related to the field of FIM and FIMD, including references, 

year of publication, and initial contributions, as shown in Table 1. 
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TABLE 1. REVIEW PAPERS SUMMARY 

 

Ref. Year Contributions  

[24] 2020 - Explained what a deepfake is and provided a rundown of the core technologies. 

- Categorized deepfake techniques and examined the opportunities and risks associated with each group. 
- A framework was established for successfully addressing the risks of deepfake. 

[13], [34] 2020 - Conducted a comprehensive analysis of contemporary face manipulation techniques, encompassing deepfakes, and explored methods 

for detecting them. 
- Classified these techniques into four major categories based on their prevalent use in facial manipulation. 

- Examined publicly accessible datasets and essential benchmarks for detecting manipulated faces and assessing face manipulation 

techniques. 

[35] 2020 - Conducted a comprehensive analysis of prevalent image forgery techniques. 
- Provided an overview of publicly available data sources for research on the identification of image manipulation. 

- Emphasized a primary focus on DL-based methods for detecting image manipulation. 

[36] 2020 - Conducted an in-depth investigation to detect alterations in both photos and videos. 

- Emphasized the newly identified deepfake phenomenon from a forensic analyst’s perspective. 

- Outlined the limitations of the latest forensic software, addressed pressing issues, examined imminent challenges, and proposed 

avenues for new lines of inquiry. 

[37] 2020 - Reviewed the recent advancements and applications of semantic manipulation and face synthesis based on DL. 
- Discussed future perspectives aimed at further enhancing face perception through continued development and innovation. 

[38] 2020 - Outlined the distinctions and interrelations among image tampering, image manipulation, and image forgery. 

- Provided justifications for various tampering detection techniques, highlighting their unique strengths and applications. 
- Investigated prevalent benchmark datasets commonly used in the assessment of tampering detection methods. 

[39] 2021 The study investigates various state-of-the-art neural networks, such as MesoNet, ResNet-50, VGG-19, and Xception Net, with a 

specific emphasis on addressing complex issues posed by deepfakes generated through neural networks. To identify the most effective 
outcomes, the paper includes comparisons among the aforementioned methods. 

[40] 2021 - Investigated the most recent techniques for creating and identifying deepfake photos. 

- Focused on summarizing and scrutinizing the architectures of methods for both generating and detecting deepfakes. 

- Presented future directions aimed at enhancing the architecture of deepfake models. 

[41] 2021 - Aimed to present the latest findings in the identification and production of deepfake videos. 

- Evaluated the generalization and robustness of deepfake video generation and detection models. 

- Outlined the existing benchmarks for deepfake video creation. 

[42], [43] 2021, 
2022 

A comprehensive analysis of deepfake detection using DL techniques: 
- Conventional neural network (CNNs)-based techniques. 

- Generative adversarial networks (GANs)-based techniques. 

- Recurrent Neural Network (RNN). 
- Long short-term memory (LSTM). 

- Autoencoder-based techniques. 

[44]–[46] 2021, 
2022 

- Explored the latest techniques in the creation and detection of deepfakes. 
- Presented current datasets related to deepfake technology. 

- Examined prevalent issues and patterns associated with the production and identification of deepfakes. 

[33] 2023 

  
 

- Categorizes and discusses the latest research on face manipulation detection and generation. 

- Covering over 160 studies, it provides a comprehensive discussion of the subject. 
- The primary focus of the paper is on the creation and detection of deepfake content using DL. 

- Identifying obstacles, addressing unanswered research questions, and forecasting future directions, contribute to the advancement of 

digital face manipulation generation and detection. 

[34] 2024 - Introduction of a novel FIA scheme utilizing image watermarking and Cohen–Daubechies–Feauveau (CDF) wavelets to detect 

manipulations in face images and recover the original face region post-manipulation localization. 

- Demonstrate the scheme's effectiveness in generating high-quality watermarked images, detecting various manipulations, localizing 
manipulated blocks in the face region, and successfully recovering the face region with good visual quality. 

 

Despite the progress made in facial image authentication research, there remain limitations and gaps in existing literature despite the 

progress made in facial image authentication research. The challenges with FIMD techniques that rely on DL include (a) the need for 

large and high-quality datasets, which can be difficult to obtain, (b) algorithms are only effective when test images are similar to the 

training dataset. Otherwise, the error rates are significant, (c) limited generalization in available DL-based techniques, (d) high time 

complexity, where training can take days to complete. Watermarking-based FIMD techniques solved the previous problems of DL-

based techniques but suffered from the following problems: (a) they cannot detect and identify various manipulation locations in facial 

images with 100% accuracy. However, it is unable to retrieve the original face. (b) It can recover the original facial region but suffers 

from poor embedding ability, which limits the number of images that can be protected. 

Our review approach aims to build on and improve existing solutions in facial image authentication by addressing limitations and gaps 

identified in the literature. By synthesizing insights gained from previous research, we intend to propose innovative methodologies, 

hybrid approaches, and advanced frameworks that enhance tampering detection algorithms' accuracy, efficiency, and robustness. 

Through a comprehensive analysis of the field's current state, our review seeks to contribute to the ongoing development of facial 

image authentication and tampering detection and provide practical insights and advances for future research endeavours. 
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III. TYPES OF FIM TECHNIQUES  

As previously stated, the process of FIM has become a prevalent topic in the last few years, especially after the term "DeepFakes" was 

recently distributed and highlighted by state-of-the-art researchers [13], [18]–[20], [22], [26], [47]–[50]. 

 

Several FIM techniques exist, and new manipulation methods are constantly introduced through improved applications. Nevertheless, 

most research has focused on the manipulation methods depicted in Table 2, which briefly explains the common manipulation types. 

Figure 1 presents the classification of the FIM. 

 

 
Figure 1. Common types of FIM techniques [111]. 

 

  
TABLE 2. THE COMMON TYPES OF FIM TECHNIQUES 

 

No. Manipulation type Explanation 

1 Entire face synthesis 
 

Utilizes GANs to generate virtual human faces that closely resemble real human faces. The generated faces can be used 
in various applications such as email, games, teleconferences, chat rooms, and various other contexts [16], [17]. 

2 Identity swap  

 

This manipulation process involves replacing the person’s face image with another face image, which can be used in a 

variety of applications, including the film industry, financial fraud, and video fabrication. The identity swap manipulation 
methods are divided into two categories: a) classical computer graphics-based techniques [35] and b) DL-based 

techniques [36]. 

3 Morphing  
 

In this type of manipulation, a single morphed image is created by combining images from two or more people using 
specific software tools such as ―Face Morph‖, ―Face Swap Online‖, and the ―morphed thing‖ [37]. The process of face 

morphing is focused on creating fake samples for photos, not for video. Furthermore, the front view of the face is usually 

considered in the process of manipulation [38]–[42]. 

4 Attribute manipulation  

 

This manipulation process, also known as ―face editing‖ or ―face retouching‖ is used to change images based on 

attributes such as the colour of individuals’ hair or skin, their age, gender, the addition of a beard or glasses, and so on 

[43]–[45]. In most cases, this type of manipulation is considered an unintentional attack and is used to improve image 
quality. One example of this type of manipulation is the popular 'Snapchat' mobile application [46]. 

5 Expression Swap  

 

The process of replacing an individual’s facial expressions in a video clip with those of another individual [43], [44]. 

6 Audio-to-Video and Text-
to-Video Swap  

 

This type of manipulation is based on artificial intelligence (AI) techniques, and certain aspects must be considered, such 
as sounds, 3D face pose, expression, and scene light [47]–[49]. 
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The FIM can be used for a variety of purposes, both harmless and harmful [14], [66][13]. Table 3 provides a brief description of the 

applications in which the FIM can be utilized. 

 

 
TABLE 3. DESCRIPTION OF FIM EXAMPLE APPLICATIONS 

 

No. FIM Application  Description 

1 Spread Fake News  Images and videos are manipulated and edited to spread fake news on internet websites, magazines, and social media 

[67]. 

2 Digital Communication  Images are used in a variety of communication applications, including online registration and social media friendship 

[68]. 

3 Security Applications  Services include identity verification, online access control, identification, and authentication [69].    

4 Entertainment  The FIM is used in entertainment to create videos, advertisements, and other content. Some companies specialize in 

creating amusing cartoons from still images using lip-syncing technology [70]–[72]. 

5 Film Industry  Deepfakes have been used in the film industry for a variety of purposes, including changing the identity of the person in 

the recorded video and lowering costs by generating characters with AI tools [32], [73]–[75]. 

6 E-Commerce  Retailers have used deepfake technology to create tools that allow customers to swap their faces with digital models in 

virtual changerooms, potentially increasing online sales. Furthermore, ideal fake models generated using AI technology 

are used for advertisements at a significantly lower cost than real models [76].   

7 E-Learning  Deepfake technology has the potential to improve children's education in a variety of ways, including swapping the 

teacher's face with their parents to help them coalesce and reinforce learning [66]. On the other hand, instructors can use 

the text and previous videos to create new video courses [77].    

 

 

IV. FIMD TECHNIQUES  

The face recognition system (FRS) is a subset of biometric security software that also includes voice recognition, fingerprint 

recognition, and iris recognition [39], [50], [51]. The FIM process affects image quality, which can influence acceptance or rejection 

decisions in FRS [52]–[57]. When a fake image is accepted in FRS, it poses a threat to the entire security system and is viewed as a 

significant challenge to privacy control. On the other hand, intentional FIM attacks can lead to a variety of issues, including identity 

theft [58]–[61], political conflict as a result of fake news [62]–[66], financial fraud, and others. 

 

Since the number of harmful FIM applications is rapidly increasing, researchers have directed their efforts toward presenting 

manipulation detection techniques that can distinguish fake face images from authentic images [14], [62], [67]–[70]. In recent years, 

several FIMD algorithms have been presented, which can be broadly classified into two types: differential-based algorithms and no-

reference-based algorithms [71]–[77]. The differential detection algorithms require two images: the original image (the reference 

image) and the test image. These algorithms demonstrated their effectiveness in detecting manipulation; however, in traditional image 

forensics, there is only one video or image. Several studies have been directed toward detecting tampering when the trusted reference 

image is not available [77]–[82]. 

Currently, four types of FIMD schemes are available: 

A. FIMD based on texture analysis  

 

The study focuses on assessing the susceptibility of FRS to morphing attacks and proposes a novel technique for detecting such 

attacks. The suggested approach combines multiple Multi-scale Block Local Binary Patterns (MB-LBP). The study emphasizes that 

training and evaluating face morphing attack detection algorithms depend on robust morphing detection algorithms and the utilization 

of diverse databases [102].   

 

B. FIMD based on digital forensics 

 

The study investigates the impact of face retouching on face recognition and proposes a detection method based on Photo-Response 

Non-Uniformity (PRNU) for retouched face photos. The research assesses biometric performance both before and after retouching, 

coupled with a qualitative evaluation of beautification apps. The findings suggest that facial retouching only marginally decreases 

comparison scores. However, accurate identification of retouched face photos is crucial for upholding laws against Photoshop 

manipulation [103]. 
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C. FIMD based on DL or AI 

 

According to its definition, Deepfakes is a DL-based method that replaces a person’s face with another person’s face to produce fake 

videos. The method creates realistic images and videos using GANs that can be exploited for financial fraud, fake news, and other 

malicious activities [14], [31], [40], [66], [104], [105]. Table 4 summarizes some limitations of FIMD based on DL.  

 

D. FIMD based on face detection and image watermarking 

 

Another FIMD technology has recently been presented, which involves the utilization of face detection and image watermarking 

algorithms. Upon identifying the face region, the image blocks undergo classification into two groups: those associated with the face 

region and those that are not. This classification is achieved by generating a binary mask image. The manipulation process unveils the 

application of Slantlet-based image watermarking, which is employed to extract data from blocks within the face region and embed it 

into blocks that are outside of this region [107], [108]. Table 5 summarizes some limitations of FIMD based on watermarking.  

 

A new FIA scheme employs a Multi-Task Cascaded Neural Network (MTCNN) for detecting and selecting the face region, followed 

by output adjustments. Subsequently, a binary mask image is generated based on the identified face region, facilitating the 

categorization of image blocks into two groups: face blocks and non-face blocks. Tamper localization data is derived by calculating 

the mean of each block from the face region. Then, the Bicubic interpolation (BI) algorithm is applied to generate recovery data from 

the face region. Using a content-based embedding algorithm capable of embedding binary bits in the High-Low (HL) and Low-High 

(LH) subbands of the Slantlet transform (SLT) coefficients of the block, the system embeds the generated binary sequence into the 

non-face blocks. In the presence of manipulations, the system reliably identifies tampered blocks within the face region and restores 

the original face region [109]–[111]. Figures 3 and 4 offer a comparison of the FIMD and FIA schemes on both the sender and 

receiver sides. The FIMD scheme is designed to detect and locate tampering, but it cannot recover the original face data. On the other 

hand, the FIA scheme not only detects tampering and identifies its location but also can retrieve the original face region.  
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Figure 2. Comparison of FIMD and FIA schemes on the sender side of a single channel [108], [110]. 
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Figure 3. Comparison of FIMD and FIA schemes on the receiver side of a single channel [108], [110]. 
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TABLE 4. SUMMARY OF SOME LIMITATIONS IN DL-BASED FIMD. 

 

Ref. Detected features  Limitations 

[83]–[85] Face Asymmetries  1- Small details often go unnoticed. 

2- Accurate detection requires high-resolution images, which are challenging to find on social media networks.                                                                                                                     

3- It involves a high level of computational complexity. 
4- It can identify a specific type of manipulation. 

[86] Landmark locations   1- Relying on landmark locations in face photos as a discriminative feature is not always dependable. 

2- When sharing images over networks, having the front-face view is not always necessary. 
3- It can identify a specific type of manipulation. 

[87], [88] Color features  1- A substantial training set is necessary. 

2- It involves a high level of computational intricacy. 

3- Abundant computational capacity is required. 
4- It can identify a specific type of manipulation. 

[89] Spatial artifacts  1- A sizable training set is necessary. 

2- Training takes a considerable amount of time. 
3- The computation techniques involved are challenging. 

4- The precision and capability of manipulation detection are limited. 

[79], [90]–[95] Different features as 

inputs to CNN 

1- A substantial training set is necessary. 

2- Training takes a considerable amount of time. 
3- Involves complex computation techniques. 

4- The precision and capability of manipulation detection are limited. 

[70]  Spectral distribution 1- Errors may occur when utilizing the energy spectral distribution. 
2- Training takes a considerable amount of time. 

3- Involves a convoluted calculation method. 

4- It can identify a specific type of manipulation. 

[96]–[98] Spectral artifacts fitting 

parameters  

 

1- Intricate computation techniques. 

2- It took a significant amount of time to find the fitting parameters during post-processing. 

3- Is limited to identifying GAN-based and certain retouching manipulations. 

 
TABLE 5. SUMMARY OF SOME LIMITATIONS IN WATERMARKING-BASED FIMD AND FIA. 

 

Ref. Scheme Limitations 

[99], [100] 
 

  FIMD  
 

The original face region cannot be recovered after the manipulation revealing process, although the 
watermarking-based technique can detect various manipulations. 

 

[101]–[103] 
 

   FIA  The primary drawback of this scheme is considered to be its strict embedding capacity. Large face regions in the 

image can generate a significant number of bits for tamper detection, localization, and face region recovery, 
which require additional embedding space. If there is insufficient embedding capacity, the FIA scheme can not 

effectively protect the face image. 

 

V. COMPARISON BETWEEN  DL-BASED AND WATERMARKING-BASED FIMD TECHNIQUES 

Watermark-based FIMD and FIA techniques have proven efficient and advantageous over DL-based FIMD techniques. Table 6 

presents a comparison of DL-based and watermarking-based techniques. 

 
TABLE 6. COMPARISON BETWEEN DL-BASED AND WATERMARKING-BASED FIMD TECHNIQUES 

 

DL-based techniques Watermarking-based techniques 

Most of these techniques are limited to detecting a single kind of 

manipulation because they rely on techniques for fabricating or 

manipulating images for implementation [83], [85]–[88],[104]. 

Capable of identifying various forms of manipulation and not 

reliant on knowledge of the processes involved in producing 

manipulated or fake images [99]–[103]. 

DL-based schemes require large datasets for training, and 
optimal detection performance is achieved when the input image 

closely matches the training set [92], [105]. 

It can be applied to any type of image, and training is not 
required [99]–[103]. 

 

The majority of methods employ labor- and time-intensive 
supervised networks for detection [106]–[108]. 

The techniques are superior in terms of time and effort savings 
as they operate in a fully automated manner [99]–[103]. 

Results of false detections have been documented, particularly in 

cases where the input image deviates from the training dataset 

[92], [105], [109], [110]. For example, the maximum accuracy 
values are 84.7%, 99.3%, 87.5%, and 81.6%, respectively [92], 

[109]. 

There are no false detections, and the system exhibits 100% 

detection accuracy [99]–[103]. 

 

VI. CONCLUSIONS AND SUGGESTIONS FOR FUTURE WORK  

This paper has highlighted the increasing significance of FIMD and FIA techniques in the context of digital data security. The 

emergence of digital face manipulation methods, including the notable development of "DeepFakes," has underscored the need for 

robust authentication and manipulation detection mechanisms. The limitations of current forensic software and the challenges posed 

by the rapid advancements in facial image manipulation techniques have been addressed. Furthermore, the paper has provided an 
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overview of recent trends in FIA techniques and their limitations, emphasizing the need for continued development and innovation in 

this field. For future work, it is imperative to address the limitations of existing forensic software and to develop more effective 

manipulation detection techniques capable of differentiating between authentic and manipulated face images. Additionally, further 

research is needed to enhance the capabilities of FIA schemes, particularly in the context of DeepFakes and other advanced 

manipulation methods. This may involve exploring the potential of DL-based techniques and the development of more comprehensive 

and versatile manipulation detection algorithms. Moreover, the paper suggests investigating the distinctions and interrelations among 

image tampering, manipulation, and forgery, as well as the development of tampering detection techniques with unique strengths and 

applications. Finally, the paper emphasizes the importance of addressing unanswered research questions and forecasting future 

directions to advance digital face manipulation generation and detection. By addressing these avenues for future research, the field of 

FIA and manipulation detection can continue to evolve and effectively mitigate the security risks associated with digital face 

manipulation methods. 
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